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Abstract—Modern business process modeling environments support distributed development by means of model version control, i.e. comparison and merging of two different model versions. This is a challenging task since most modeling languages support an almost arbitrary creation of process models. Thus, in multi-developer environments, process models or parts of them are often syntactically very different but semantically equivalent. Hence, the comparison of business process models must be performed on a semantic level rather then on a syntactic level. For the domain of business process modeling, this problem is yet unsolved.

This paper describes an approach that allows the semantic comparison of different business process models using a normal form. For that purpose, the process models are fully automatically translated into process model terms and normalized using a term rewriting system. The resulting normal forms can be efficiently compared and easily be used for reconciliation. Our approach enables the semantic comparison of business process models ignoring syntactic redundancies.

Keywords-business process models; change management; consistency; conflicts;

In model-driven development approaches, business process models are used at different levels in the development process. For instance, they are used to specify the behavior of involved components or to describe the choreography of services in Service-Oriented Architectures (SOA) [1]. In addition, business process models help to obtain a closer alignment of business and IT requirements [2].

Similar to other software artifacts, business process models are created and refined by many different business modelers and software architects. This results in different versions of models that have to be compared and merged with each other at some point in time to obtain an integrated version [3].

Comparing and merging different process model versions requires the knowledge whether two models or individual parts of them are equivalent. In general, there are two different ways to decide their equivalence. First, two models can be compared syntactically. Syntactic comparison has the benefit of being hardly time-consuming. The second approach is the semantic comparison, e.g. by using a notion of equivalence such as trace equivalence [4]. While these semantic approaches are too time-consuming due to the need to check all possible paths, syntactic comparison is too weak to detect semantic equivalences between different models.

This problem results from the fact that well-established modeling languages such as the Business Process Modeling Notation (BPMN) [5] or Activity Diagrams (UML-AD) [6] generally allow the user to connect elements such as Actions and Gateways in an arbitrary way. Together with modeling tools that support free-hand editing, this favors the construction of syntactically very different process models, which are at the same time semantically equivalent regarding their execution logic and execution order.

Using current syntactic comparison techniques, two of those syntactically different business process models would incorrectly not be shown to be equal. The target of our approach is to reduce this kind of false-positives in the results of the comparison of structured and unstructured business process models.

In this paper, we propose an approach for deciding equivalence of structured and unstructured business process models and individual parts of them. Our approach combines the benefits from both the syntactic and semantic comparison. Individual parts of business processes are transformed into a semantically enriched term representation, which is normalized using a term rewriting system. The rules of the term rewriting systems reduce syntactically different but semantically equivalent terms of two process models into their normal form while preserving their behavior. Based on the normal forms, we can decide whether the two parts of a process models are semantically equivalent by comparing their syntactical structure. The approach is in particular useful in distributed process modeling scenarios, to answer the question whether independently applied changes result in semantically equivalent structures in the process models or give rise to conflicts. In addition, the normal form can directly be adopted in the merged version of the process model to achieve a simple to understand and reduced process model.

The remainder of this paper is structured as follows: In Section I we introduce a typical scenario for business
process model change management. We present a term representation for process models in Section II. In Section III we develop a term rewriting system and consider its correct functional behavior. Then, we present a case study and normalize two process model terms to decide equivalence in Section IV. Finally, we conclude with a discussion of related work and give an outlook on future work.

I. Business Process Model Change Management

In this section, a typical scenario in business process model change management is introduced. Figure 1 shows an example business process model \( M \) from the insurance domain. In the example, a claim is checked. Depending on whether the claim is covered by the insurance it is either settled or rejected. In a distributed modeling scenario, the process model \( M \) might have been created as an initial process model, which is then independently refined into the versions \( M_1 \) and \( M_2 \) by different users. Afterwards, the need arises to integrate the different versions of the models to obtain a merged version \( M_M \). This includes the detection of differences, dependencies and conflicts between the versions.

In general, difference detection between business process models requires a matching to identify corresponding model elements, e.g., ‘Check Claim’ in model \( M_1 \) corresponds to ‘Check Claim’ in \( M_2 \). Model matching is an area of research in its own right with a lot of interest [8], [9], [10] and is not in the scope of this paper. For the remainder, we assume that model elements with equal names correspond to each other and thus no further matching is needed.

Although the different process model versions (\( M_1 \) and \( M_2 \)) look similar, a purely syntactical comparison of these models results in lots of differences and even conflicts, among them many false positives. For instance, the highlighted parts in Figure 1 are semantically equivalent, i.e. the same set of actions can be applied in the same order. However, since their syntactical representation is different, a syntax-based comparison results in differences and conflicts that need to be resolved manually to obtain a merged version \( M_M \). In addition, the matching of the actions (e.g., ‘Pay Out’) in \( M_1 \) and \( M_2 \) is difficult, since it is unclear whether they are inserted at the same position. To avoid these problems, the comparison of business process models must consider the semantics of the models.

A widely used approach to decide semantic equivalence of business process models is by using trace equivalence [4]. Computing trace equivalence can be complex, in particular for concurrent structures or cyclic structures in process models and has exponential complexity in the general case. Even if traces are computed only for parts of a process model the number of traces that need to be compared can be high. E.g., in the small example in Figure 1 the four activities in the highlighted parts of the process models result in 12 different traces. These sets of traces need to be compared to decide the equivalence of the highlighted parts. In the case, that two process models are not trace equivalent, the set of traces that are not supported by both process model versions is hardly understandable to the user who merges the business process models. Consequently, these different traces need to be analyzed in order to identify the actual differences between the two models and represent them in a human readable form.

Figure 1. Change Management Scenario

![Business Process Model Change Management](image)

Figure 2. Approach Overview

Based on our recent work [11] and a decomposition of process models into their hierarchical structure [12], we introduce a more efficient way to decide equivalence between process models that overcomes the shortcomings of trace equivalence. Our approach is illustrated in Figure 2. To decide equivalence between two business process models (or parts of them), we compute process structure trees from the process models that reflect the models hierarchical structure [11], [12]. Using a tree walk algorithm, the process structure tree is transformed into a term notation. The resulting process model terms capture semantical information concerning the execution order and the execution logic (such as AND, OR, XOR) of the business process models. In a second step, these terms are normalized using a semantic preserving term rewriting system. Based on a comparison of the normal forms, we can efficiently decide the equivalence
of the business process models.

In addition, the normal form can directly be used to adopt changes in the integrated process model $M_I$. In most cases, this results in fewer changes that need to be applied to merge two process models and improves the understandability of the merged model. A detailed example can be found in Section IV.

In the following, we introduce the term notation for business process models. Then we present the term rewriting system in Section III.

II. Process Model Terms

In this section we first introduce process models and its decomposition into fragments. Then we develop a process model term notation and show how process models are transformed into terms that can be compared using the term rewriting system from Section III.

A. Process Models and the Process Structure Tree

For the following discussions, we assume a business process model $M$ to be expressed using the basic workflow graphs described in [13], [12] and define the semantics of process models similar to the semantics of Petri nets [14] in terms of token flows. In our recent work [11], we have shown how concrete BPMN models can be abstracted to such process models and described the behavior of particular process model nodes in detail. Figure 3 (a) shows a simple process model.

To enable a comparison of individual parts of two process models, they are decomposed into single-entry-single-exit fragments [12]. Such a fragment is a non-empty subgraph in the process model with a single entry and a single exit edge. Based on the decomposition into fragments we are able to decide equivalence between pairs of fragments instead of relying on the complete process model.

Among all possible fragments, we consider only so called canonical fragments which are not overlapping and denote them with $F(M)$ for a process model $M$. The canonical fragments of a process model $M$ can be organized into a corresponding PST representing the hierarchical structure of the fragments.

Figure 3 gives an example. The canonical fragments of the process model $M_I$ in Figure 3 (a) are visualized by a surrounding of dotted lines and its corresponding PST is given in Figure 3 (b).

Given a fragment $f \in F(M)$, we distinguish by type of the following fragment types (similar to [12]):

- a sequence $\sigma$ has no AND/XOR/OR-Gateways as children. Further, a sequence is maximal, i.e., neither a preceding nor a succeeding model element can be added to the sequences. For example, in Figure 3 (a), $\sigma_{root}$, $\sigma_1$, $\sigma_2$, $\sigma_3$, and $\sigma_4$ are sequences.

- a parallel fragment $\pi$ does not contain any cycles and has no XOR/OR-Gateways as children. For example, in Figure 3 (a), $\pi$ is a parallel fragment.

- an alternative fragment $\alpha$ and an alternative loop $\lambda$ have no AND/OR-Gateways as children.

- a complex fragment $\iota$ is any other fragment that is none of the above.

Further, a fragment is considered as being structured if it consists of matching pairs of nodes that split and join the control flow. Otherwise, it is considered as being unstructured. In the following we introduce process model terms and show how process models and their corresponding PST can be formalized.

B. Transformation of Process Models into Terms

A term representation of process models needs to capture precise information about the contained model elements, their hierarchical structure in terms of fragments, as well as information about the execution order of the elements.

<table>
<thead>
<tr>
<th>PST Element</th>
<th>Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>InitialNode, FinalNode, Action $\nu$</td>
<td>$\nu$</td>
</tr>
<tr>
<td>Sequence $\sigma$</td>
<td>$\sigma(...)$</td>
</tr>
<tr>
<td>Parallel Fragment $\pi$</td>
<td>$\pi(...)$</td>
</tr>
<tr>
<td>Alternative Fragment $\alpha$</td>
<td>$\alpha(...)$</td>
</tr>
<tr>
<td>Alternative Loop Fragment $\lambda$</td>
<td>$\lambda(...)$</td>
</tr>
<tr>
<td>Complex Fragment $\iota$</td>
<td>$\iota(...)$</td>
</tr>
</tbody>
</table>

Figure 4 summarizes the translation of PST elements of process models to their corresponding term representation. Gateways are not added to process model terms, since they are already represented by their surrounding fragments. Figure 5 shows the grammar for valid terms.

The transformation of process models into terms is straight-forward by traversing its PST using the infix approach. We define $O$ to be the partial order set over the carrier set $Seq$, i.e. the set of sequences. $O$ specifies
the execution order of branches within fragments that is necessary to decide equivalence of unstructured parallel and alternative fragments. For instance, within the parallel fragment \( \pi \) in Figure 3 (a), the sequence \( \sigma_1 \) is executed before sequences \( \sigma_2 \) and \( \sigma_3 \), resulting in a partial order \( O = \{ \sigma_1 < \sigma_2, \sigma_1 < \sigma_3 \} \). We do not explicitly specify the execution order of elements within sequences, since it is given implicitly. The partial order within a fragment can be obtained easily by traversing all branches of each fragment using the depth first approach.

Let \( s \in \mathcal{F}(M) \) be a sequence of the process model \( M \) and \( \sigma \in \text{Seq} \) be its corresponding sequence in the process model term \( t_M \). We define \( O_{\text{pre}}(\sigma) = \{ (\sigma_i, \sigma) \in O \} \) to be the preset of \( \sigma \) containing tuples \( \sigma_i < \sigma \), i.e., the sequences \( \sigma_j \) that are executed directly before \( \sigma \), and \( O_{\text{post}}(\sigma) \) contain all preceding sequences reachable from \( \sigma \) in its parent fragment. Analogously, we define \( O_{\text{par}}(\sigma) \) to be the postset of \( \sigma \) containing tuples \( \sigma < \sigma_j \), i.e., the sequences \( \sigma_j \) that are executed directly after \( \sigma \), and \( O_{\text{par}}(\sigma) \) contain all succeeding sequences reachable from \( \sigma \) in its parent fragment. We denote the union of both sets as \( O(\sigma) = O_{\text{pre}}(\sigma) \cup O_{\text{post}}(\sigma) \).

The business process model \( M_1 \) and its PST introduced in Figure 3 (b) result in the process model term \( t_{M_1} \) and execution order \( O_{M_1} \) shown in Figure 6. We use indices for sequences for short. For instance, we use \( \sigma_1(X) \) in the process model term and refer to this particular sequence using \( \sigma_1 \) in the partial order. However, the sequence indices are not part of the original grammar but are only used for the sake of brevity. The variable \( \nu \) ranges over the nodes in the process models.

Process model terms can be syntactically compared very efficiently. However, to compare the semantic equivalence of syntactically different models, their corresponding terms have to be transformed into a normal form to be considered equivalent, since syntactically different models result in different terms regardless their semantic meaning. The term rewriting system for this transformation is introduced in the next section.

### III. Term Rewriting System for Process Model Terms

In this section we introduce a term rewriting system [15] for process model terms to enable semantic comparison of business process models. The system consists of a set of rules, which reduce process model terms to a normal form. Then, we consider the correct functional behavior of the rewriting system. Finally, we define equivalence of process models based on the normal form of process model terms.

#### A. Term Rewriting System

The term rewriting system consists of rules for the reduction of sequences \( \sigma \), parallel fragments \( \pi \), and alternative fragments \( \alpha \) in structured and unstructured form. Overall, the rule system consists of 16 reduction rules. Some of the rules are inspired by the rules presented in [16], [17], [18], [19]. We cannot decide equivalence for complex fragments using only approach. Instead, for those fragments, we leverage trace equivalence. This still is way faster than a pure trace equivalence approach, since traces only need to be computed for fragments, which are significantly smaller compared to the whole process model.

In the following, we present some of the rules\(^1\) and give graphical examples for clarification. Further, we briefly consider their correctness.

**Rule Par 1**: (Elimination of Empty Sequences) Given a parallel fragment \( \pi \) containing at least two sequences. If one of the contained sequences \( \sigma_e \) is empty it is removed and the partial execution order is aligned in such a way that all \( \sigma_i < \sigma_e \) and \( \sigma_e < \sigma_j \) are replaced by new restrictions \( \sigma_i < \sigma_j \).

\[
\begin{align*}
\pi(\sigma_1, \ldots, \sigma_n) \rightarrow & \quad O \\
\pi(\sigma_1, \ldots, \sigma_n) & \rightarrow O \setminus \{ \sigma_e \} \\
\end{align*}
\]

\begin{itemize}
\item \( \text{where } \mathcal{P} = \{ (\sigma_i, \sigma_e) \in O \mid \sigma_i < \sigma_e \} \)
\item \( \mathcal{S} = \{ (\sigma_e, \sigma_j) \in O \mid \sigma_e < \sigma_j \} \)
\item \( \mathcal{N} = \{ (\sigma_i, \sigma_j) \mid (\sigma_i, \sigma_j) \in \mathcal{P} \} \)
\end{itemize}

Rule Par 1 removes one empty sequence of a parallel fragment at a time and is applied until all empty sequences are eliminated. Figure 7 gives an example, where the empty sequence \( \sigma_3 \) is removed by applying Rule Par 1. The removal of an empty sequence in a parallel fragment is semantic preserving, since traces are not changed and empty sequences can be neglected in parallel fragments.

**Rule Par 2**: (Concatenation of Sequences) Given a parallel fragment \( \pi \) containing two sequences \( \sigma_1(a, \ldots, n) \) and \( \sigma_2(m, \ldots, z) \) with the execution order \( \sigma_1 < \sigma_2 \) and no other restriction of the form \( \sigma_1 < \sigma_i \) and \( \sigma_i < \sigma_2 \). Then \( \sigma_1(a, \ldots, n) \) and \( \sigma_2(m, \ldots, z) \) are concatenated into \( \sigma_*(a, \ldots, n, m, \ldots, z) \) and

\[
\begin{align*}
\pi(\sigma_1, \ldots, \sigma_n) \rightarrow & \quad O \\
\pi(\sigma_1, \ldots, \sigma_n) & \rightarrow O \\
\end{align*}
\]

\begin{itemize}
\item \( \text{where } \mathcal{P} = \{ (\sigma_i, \sigma_e) \in O \mid \sigma_i < \sigma_e \} \)
\item \( \mathcal{S} = \{ (\sigma_e, \sigma_j) \in O \mid \sigma_e < \sigma_j \} \)
\item \( \mathcal{N} = \{ (\sigma_i, \sigma_j) \mid (\sigma_i, \sigma_j) \in \mathcal{P} \} \)
\end{itemize}

\[1\text{More rules can be found in [20].}\]
the partial execution order is aligned in such a way that all $\sigma_1 < \sigma_2$ and $\sigma_2 < \sigma_j$ are replaced by new restrictions $\sigma_i < \sigma_*$ and $\sigma_* < \sigma_j$.

\[
\frac{\pi(x, \sigma_1(a_1, \ldots, n), \sigma_2(m_1, \ldots, z), y)}{\pi(x, \sigma_*(a_1, \ldots, n, m_1, \ldots, z), y)} \ O
\]

where

$O' = O \setminus \{((\sigma_1, \sigma_2)) \cup O_{\text{pre}}(\sigma_1) \cup O_{\text{post}}(\sigma_2)\} \cup \mathcal{P} \cup S$

$\mathcal{P} = \{((\sigma_i, \sigma_*)) \mid (\sigma_i, \sigma_1) \in O_{\text{pre}}(\sigma_1)\}$

$S = \{((\sigma_*, \sigma_j)) \mid (\sigma_2, \sigma_j) \in O_{\text{post}}(\sigma_2)\}$

Figure 7 gives an example. The unstructured parallel fragment $\pi$ contains four sequences $\sigma_1, \ldots, \sigma_4$. After the deletion of sequence $\sigma_3$ (by the application of Rule Par 1), Rule Par 2 becomes applicable, which concatenates the sequences $\sigma_1$ and $\sigma_2$ into $\sigma_*$. Rule Par 2 preserves the behavior of the process model since all actions are obviously executed in the same order.

![Figure 7: Example for the Application of Rule Par 1 and Par 2](image)

**Rule Par 3:** (Resolution of Empty Parallel Fragments)

Given a parallel fragment $\pi$ that contains one single sequence $\sigma$. Then the parallel fragment can be dropped regardless of any given partial order.

\[
\frac{\pi(\sigma)}{\sigma} \ O
\]

Figure 8 gives an example. Similar to the former rule, after the removal of the empty sequence $\sigma_2$ by Rule Par 1, Rule Par 3 becomes applicable that removes the parallel fragment $\pi$ and integrates $\sigma_1$ into the enclosing sequence $\sigma$. Also Rule Par 1 is behavior preserving since the contained sequence is still executed at the same position.

**Rule Seq 1:** (Resolution of Nested Sequences)

Given a sequence that contains another sequence. Then the inner sequence may be dropped and its contained elements are inserted into the outer sequence.

\[
\frac{\sigma(x, \sigma(a_1, \ldots, n)), y)}{\sigma(x, a_1, \ldots, n, y)} \ O
\]

The application of Rule Seq 1 is shown in the bottom of Figure 8. Here, the inner sequence $\sigma_1$ is removed and its contained elements are integrated into the enclosing sequence $\sigma$. Since Rule Seq 1 changes only the fragment hierarchy of the model and not the model itself, it is semantic preserving.

![Figure 8: Example for the Application of Rule Par 1, Par 3, and Seq 1](image)

**Rule Seq 2:** (Extraction of Sequences from parallel Fragments)

Given a parallel fragment $\pi$ and a set $\mathcal{S}$ comprising all sequences $\sigma_i$ directly contained in $\pi$. We assume that a non empty sequence $\sigma_i \in \mathcal{S}$ exists that is executed after all other sequences $\sigma_j \in \mathcal{S}$, i.e., $\forall \sigma_j \in \mathcal{S} \setminus \{\sigma_i\} : \exists(\sigma_j, \sigma_i) \in O$. We denote this set with $\mathcal{P}$. Then $\sigma_i$ is extracted from $\pi$ and inserted directly after $\pi$ in the surrounding parent fragment $\sigma$.

Analogously, Rule Seq 2(b) is applicable in cases, where $\sigma_i$ is executed before all other sequences $\sigma_j \in \mathcal{S}$, i.e., $\forall \sigma_j \in \mathcal{S} \setminus \{\sigma_i\} : \exists(\sigma_i, \sigma_j) \in O$. Again, we denote this set with $\mathcal{P}$.

\[
\frac{\sigma(x, \pi(\sigma_1, \ldots, \sigma_n)), y)}{\sigma(x, \pi(\sigma_1, \ldots, \sigma_n), y)} \ O \setminus \mathcal{P}
\]

\[
\frac{\sigma(x, \pi(\sigma_1, \ldots, \sigma_n), y)}{\sigma(x, \pi(\sigma_1, \ldots, \sigma_n), y)} \ O \setminus \mathcal{P}
\]

The Rules Seq 2(a) and (b) are semantic preserving since all traces in the origin process model execute the elements in the moved sequence in the end (Seq 2(a)) or the beginning (Seq 2(b)) of the parallel fragment, which is obviously the case after extracting the sequence from the parallel fragment.

**Rule Alt 3:** (Elimination of Empty Sequences in Alternative Fragments)

Given an alternative fragment $\alpha$ containing an empty sequences $\sigma_e$. If either the preset $O_{\text{pre}}(\sigma_e)$ or the postset $O_{\text{post}}(\sigma_e)$ of $\sigma_e$ are not empty. Then, $\sigma_e$ can be removed and the partial order relation $O$ is aligned as follows:

\[
\frac{\sigma(x, \sigma_e, y)}{\sigma(x, y)} \ O
\]
Concerning termination, we have to ensure that the rewriting system terminates (Termination) and results in a unique normal form. Commutativity (Com 1(a) and (b)) reorder sequences within concurrent and alternative fragments and are applied after the normalization to align process model terms for a syntactical comparison. In the next section, we consider the correct functional behavior of the term rewriting system.

B. Functional Behavior of the Term Rewriting System

The term rewriting system can be considered as an algorithm that reduces a given process model term into its normal form. This algorithm has a correct functional behavior if it terminates (Termination) and results in a unique normal form (Confluence) for a process model. Functional behavior can be achieved by ensuring a set of criteria, well-known from the theory of abstract reduction systems [15]. In the following we examine termination and confluence for the rewriting system for process model terms.

1) Termination: Concerning termination, we have to guarantee that no rule is applied infinitely often. One way to show termination is by giving a so-called monotone measure function [15]. This function shows that the application of the rules reduces a certain value which is limited from below.

In the case of our term rewriting system, a potential candidate for the monotone reduction function is the number of fragments in a process model term, which is limited by the number of fragments contained in a process model. Rules Par, Alt, and Seq 1 reduce a process model term \( t \) by exactly one fragment, thus the maximum number of applicable rules is limited by the number of fragments within a process model term \( t \). Rules Seq 2(a) and (b) do not reduce the number of fragments. However, the application of these rules is also limited by the number of fragments, since each application moves a sequence from a parallel fragment into the surrounding sequence. That means, in terms of complexity the number of rule applications is limited by the number of fragments. For commutativity, rules Com 1(a) and (b) are applied after the normalization to reorder sequences within fragments. These rules can theoretically be applied infinitely often. However, by logging the reordered sequences, we take care that each sequence is reordered only once.

2) Confluence: Confluence ensures that in cases where multiple rules are applicable the choice of the rule does not matter. For terminating rewriting systems confluence follows from the weaker local confluence\(^2\). This requires if there are two direct rules \( t_1 \xrightarrow{r_1} t_2 \), \( t_1 \xrightarrow{r_2} t_2 \), \( t_1 \) and \( t_2 \) can be joined again, i.e., they have a common successor. In such scenarios, where multiple rules are applicable on a term \( t \), it can happen that the application of rules overlap, and the application of one rule turns the other one inapplicable. All of these so-called critical pairs need to be considered for confluence by analysing whether they have a common successor, i.e. they are harmless.

In case of our term rewriting system for process models we first overlap each pair of the left-hand sides of the rules to identify critical pairs. Then, for each critical pair we show that it is harmless. Using the reduction rules, harmless critical pairs can be obtained by overlapping e.g., Rule Par 1 with Rule Par 2 or Rule Seq 2.

In this section we have examined the correct functional behavior of our term rewriting system for process model terms using the existing theory for abstract reduction systems.

C. Equivalence of Process Models and Fragments

Based on the normalized process model terms we define equivalence of fragments and process models as follows.

Definition 1: (Fragment Equivalence) Two fragments \( f_1 \in t_{M1} \) and \( f_2 \in t_{M2} \) are considered to be equivalent, if they have the same type \( \text{type}(f_1) = \text{type}(f_2) \), their contained elements (nodes or fragments) correspond to each other, and they have the same execution order specified in their partial order relations \( O(f_1) = O(f_2) \).

Definition 2: (Process Model Equivalence) Given two process models \( M_1 \) and \( M_2 \) and their representation in process model terms \( t_{M1} \) and \( t_{M2} \), \( M_1 \) and \( M_2 \) are considered to be equivalent, if each fragment \( f_1 \) in the normalized term \( t_{M1} \) has an equivalent fragment \( f_2 \) in the normalized term \( t_{M2} \) and vice versa.

This definition of equivalence relies on a matching of the process models to identify corresponding model elements. As mentioned earlier, we assume that model elements with equal names correspond to each other and corresponding fragments are determined based on their type and their contained model elements as well as sub-fragments.

In the next section, we will apply our term rewriting system to our example introduced above to decide equivalence.

IV. Detection of Semantically Equivalent Fragments

The top of Figure 9 shows the highlighted fragments of the process model in Figure 1 which would be shown to be different using the current approach without term rewriting. Our approach allows the efficient comparison of these two model fragments while considering their semantics.

\(^2\)This result is usually known as Newman’s Lemma [15].
Using a simple traversal algorithm, the two fragments \( f_1 \) and \( f_2 \) are transformed into their corresponding term representation \( t_1 \) and \( t_2 \). The complexity of this step in our approach is linear to the size of the fragments.\(^3\) The resulting process model terms are exact representations of the corresponding process models regarding their syntax. Applying our rule system to both terms results in their corresponding normalizations, i.e. a canonical version of the original term that has not been changed regarding its semantics. The term normalization is linear to the length of the term, and thus, linear to the size of the corresponding process model, since every application of a rule decreases the length of the term.

The last step in our approach is the comparison of two normal forms (see bottom of Figure 9). According to Definition 2, we decide equivalence of the process model terms based on the equivalence of their contained fragments. The comparison of sequences is straight-forward. The comparison of parallel and alternative fragments has to be performed under the consideration of the commutativity Rule Com 1.

In our example, the parallel fragments in Figure 9, turned out to be semantically equivalent, since they have the same normal form. This information can be used to resolve the conflict between the two fragments \( f_1 \) and \( f_2 \). In addition, the visualization of the normalized process model term \( f'_n \) (in the bottom of Figure 9) can directly be adopted in the consolidated version \( M_S \) of the process model. The normalized fragment results in less changes compared to the highlighted fragments in Figure 9 and is more readable. Whether the normal form is always easier to understand and can be adopted with fewer (or at least equal) changes than the non reduced fragments is part of future work.

**V. RELATED WORK**

For the comparison of process models, several different approaches exist. In [21], Li et al. measure distance and similarity of process models based on change operations. Bae et al. [22] measure the similarity between process models using a tree representation and compare its block similarity. Eder et al. [19] provide an equivalence definition for workflow graphs and describe a set of structural modifications to workflow graphs that are semantic preserving. In contrast to our work, they focus on block-structured models.

Van der Aalst et al. [23] compute a quantified equivalence. Weidlich et al. [24] compare process models based on so-called behaviour profiles, which reflect different relations between nodes (strict order, exclusiveness and concurrency). Both approaches rely on the existence of execution traces of a process model.

Ehrig et al. [25] compute a combined similarity value consisting of syntactic, linguistic, and structural similarity of elements in process models. The execution order of the elements is not considered. In [26], van Dongen et al. related process elements with their directly preceding and succeeding elements which they call footprints to measure the similarity between EPC processes. In contrast to our work, their approach does not support the notion of equivalence for parts of a process model.

For the purpose of process model verification, reduction rules are used in different scenarios. E.g., in [27], Sadiq et al. check soundness properties of process models (such as deadlock and lack of synchronization) by iteratively removing sound structures until the model is completely reduced. In [16], [17], [18], reduction rules are applied to EPCs that remove sound functions, events, and connectors in order to reduce the state space and speed up the verification process. However, in our scenario, sound structures cannot be removed, since they are essential to decide equivalence.

**VI. CONCLUSION AND OUTLOOK**

In this paper we have shown a formalism to detect equivalent business process models based on the detection of equivalent fragments contained in the models. First, we have transformed business process models into a process model term. We presented a term rewriting system consisting of several rules that transform process model terms into a normal form. Finally, we have compared the normalized terms to identify equivalent fragments and process models.

Our initial results have shown that a comparison of business process models in their normal form reduce the number of false-positive differences and conflicts in model management.

We intent to integrate the term rewriting system for business process models into our existing tool support for model merging in IBM WebSphere Business Modeler [7]. Future

---

\(^3\) Cf. the complexity of an infix tree (PST) traversal and a depth first graph (PM) search.
work also includes the utilization of process model terms for conflict detection in version management of business process models.
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